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With the recent progress of Generative Adversar-
ial Networks in the conditional image generation
task, GANSs could potentially become a viable al-
ternative image source to real images in numerous
machine learning tasks. In this work, we investi-
gate classifier training using synthetic images gen-
erated from trained BigGANs. We first study the
effects of various generation and training methods
in the single GAN setting, and measure a significant
gap in accuracy between classifiers trained on real
and synthetic data. We make an attempt to bridge
this gap by using multiple GANs conditioned un-
der a sample reweighting scheme, and find that
this method consistently underperforms compared
to using multiple unconditioned GANSs.

Abstract

1 Introduction

1.1 SoTA of GANs

From their introduction by [Goodfellow et al., 2014], Genera-
tive Adversarial Networks (GANs) have made great progress
in generating realistic data by learning from complex and
highly dimensional datasets. In particular, the state-of-the-
art of GAN-based image generation has greatly improved re-
cently, with the introduction of novel neural network archi-
tectures that were shown to be able to generate samples of
great quality, some of which very hard to distinguish from
real images.

The introduction of conditional generators, in which a class
label is given as additional input alongside the latent vari-
able, enabled control over the data generation process. After
their introduction in [Mirza and Osindero, 2014], conditional
GANs have known multiple leaps in performance, among
which we can mention DCGAN [Radford et al., 2015], Im-
GAN [Salimans et al., 2016] and more recently BigGAN

from [Brock et al., 2018] that achieved state-of-the-art results
on the ImageNet and CIFAR-10 datasets .

1.2 Related work

In light of those recent developments in quality of the gener-
ated images, GANs could now potentially be considered as a
viable replacement for datasets, for various applications like
classifier training. Replacing training data by a GAN could
have applications in cases where information cannot be di-
rectly shared for privacy or sensitivity concerns, or when the
original dataset is too big and a GAN can be used as a com-
pressed representation of the data.

Some work has already been done in that direction. In
[Shmelkov et al., 2018], the authors use multiple GAN
models achieving state-of-the-art (at the time) on ImageNet
and CIFAR-100, and showed that classifiers trained on syn-
thetic images consistently underperformed compared to those
trained on real data. They also suggested the use of classifier
accuracy as a score to evaluate the quality of generated sam-
ples from GANSs.

In [Ravuri and Vinyals, 20191, the authors train a ResNet
classifier on BigGAN generated data (without any data trans-
formations), and show that accuracy on the ImageNet and CI-
FAR-10 datasets is greatly reduced (around 20% additional er-
ror for CIFAR-10). They also show that the Fréchet Inception
Distance, often used to characterize the proximity of the gen-
erated distribution to the original one, does not correlate well
with the accuracy of classifiers trained on synthetic data.

In [Pham et al., 2019], a ResNet classifier trained on data
generated by multiple BigGANSs has been shown to give sim-
ilar accuracy to a ResNet trained on slightly reduced datasets
(around 10% error). In [Besnier et al., 20201, the authors use
a pre-trained BigGAN on ImageNet and employ a hard sam-
ple mining technique on generated images to get "harder’” and
more informative samples, which they find has a positive im-
pact on accuracy.

So far, for the same number of optimization steps, classi-
fiers trained on synthetic data have been shown to perform
worse than their real data trained counterparts. In this work,
trained BigGANSs are used to try to bridge this gap, using a
single GAN and various training techniques (3), and multiple
complementary GANs (5).



2 Background

Generative Adversarial Networks (GANs) are composed of
two fundamental blocks: the discriminator D, and the gener-
ator G (with parameters g and g respectively). Given a true
target distribution px and a latent distribution p, such that
X pxand Zz  pz, D and G play the following minimax
game:

minmax E; o, [logD(X)]+E. p,[log(1 D(G(z))]
g d
In the Conditional GAN setting (cGAN), additional class in-
formation is given to the generator and the discriminator.
With (X;y) pg, we now have:

min max E(g.y) py [10g D(X;y)]
o] d

D(G(z;y))]
In practice, BigGAN samples the latent z from a normal dis-
tribution N (0; I), and feeds class information through batch
normalization layers for the generator, and by projecting im-
age features onto the class vectors for the discriminator.
Despite its aforementioned limitations, we use the Fréchet
Inception Distance (FID) [Heusel ef al., 2017] to measure the
distance between real images and synthetic images, that com-
putes the distance between two image distributions embedded
in the Inception v3 network [Szegedy et al., 2016]:

2 (v o)t

Where ( r; ) and ( g; g) are the mean vectors and co-
variance matrices of the real and generated features respec-
tively.
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3 Using data from a single GAN
3.1 Approach

In this section, we first experiment making use of various
training methods, all based on a single GAN trained on the
original data. We compare a ResNet classifier trained on the
CIFAR-10 dataset to the same model trained on synthetic data,
with the following methods.

On-the-fly generation. Instead of training the classifier on a
dataset of fixed size, on-the-fly generation is employed: we
train the classifier with different batches of synthetic images
at every epoch.

Data transformations. Data transformations are applied to
the generated batches. We experiment with a combination of
horizontal axis flipping and random cropping.

Sample filtering. In [Pham er al., 2019], the authors pro-
pose to use classification accuracy as a filtering metric for the
quality of generated samples. To that effect, a classifier C is
trained on the original dataset with high accuracy, and used
as a filter for synthetic samples. Given a generated sample
X and its conditional class label y, we check that the class
hypothesized by C is equal toy:

argmax C x(xX) =y

k2[1;K]
Samples for which the prediction probability for the correct
class is below a given threshold value py are also filtered out':

Cy(x) pe

Truncated normal. In [Brock et al, 2018], the authors
propose an alternative method for sampling the latent vari-
able z, which they call the “truncation trick”. When train-
ing the GAN, the latent variable is sampled normally with
z N (0; 1), but when evaluating the network the latent
is sampled from a truncated normal distribution with inter-
val [ ; ], where is the truncation threshold. Sampling
with lower truncation values is associated with a higher sam-
ple quality with a trade-off in diversity. We make tests with
= 15.

3.2 Experiments

Method. We experiment using the CIFAR-10 dataset. We use
a BigGAN trained on CIFAR-10, and a pre-trained ResNet
classifier used for sample filtering achieving 94.26% accuracy
on CIFAR-10, trained using data augmentation.

For our baseline, we consider the same ResNet classifier
used for sample filtering, trained on augmented original data
with the same number of optimization steps (same number of
epochs, number of batches per epoch, batch size).

Results. The results for those first experiments are presented
in table 1. We can see that each method improves classifi-
cation accuracy when used alone and conjointly, except for
when sampling from a truncated normal which hints that sam-
ple diversity is more important in classification accuracy than
sample quality. Overall, applying transformations to the gen-
erated data gives the best accuracy improvement. On-the-
fly generation seems to perform slightly better than using a
dataset of fixed size.

'In practice, we experiment with py = 0:9.

Fixed Dataset On-the-fly Generation Baseline
Data Transformations - v - - v - - - v v v
Sample Filtering - - v - v - - v - v v
Truncated Normal - - - v - - - - v - v
Accuracy 62.26 79.76 6798 59.35 83.84 7 59.48 8425 66.50 5698 88.56 83.85 94.26

Table 1: Accuracy measurements for CIFAR-10, training from images generated using a single BigGAN, and using various
methods. All ResNet classifiers are trained for 180 epochs with 400 batches per epoch and a batch size of 125 (to match the
size of a 50k images dataset). The best accuracy over the whole training session is given. When using a fixed dataset, we use
50k synthetic images for our training set, and validate using 10k samples. For a complete description of the experimental setup,
please refer to appendix A.1.
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Figure 1: t-SNE embeddings of features extracted from real images (left), and synthetic images (right). Using 256 real and
generated images per class, for five selected classes (in the legend). Real images are taken from the CIFAR-10 test set, and
generated images are produced from a BigGAN trained with the same parameters as in A.1. Feature vectors are extracted using
the same pre-trained ResNet mentioned in 3.2: we average feature maps from the last convolutional layer which gives vectors

of dimension 256.

Despite those subsequent improvements, we reach a min-
imum error rate of 11.5%, compared to the 5.7% error rate
achieved when training on real data: the gap is still signifi-
cant.

In what follows, we will attempt to bridge this gap by using
multiple complementary generative networks.

4 Analysis

4.1 Classifying synthetic data

When making the opposite experience as in 3.2, that is evalu-
ating the accuracy of a ResNet trained with real data on gener-
ated samples (prior to any transformations/sample filtering),
we obtain a validation accuracy of 94.17% which is very close
to the value achieved on the original dataset. This suggests
that the distribution learned by the BigGAN is within the real
data distribution, but not diverse enough to be its fair substi-
tution.

When conducting the same experiment on generated data
using the truncation trick (= 1:5), we obtain an accuracy of
95.88% (which is even higher than the accuracy of the same
ResNet on the CIFAR-10 test set), which further highlights
the trade-off in diversity for sample quality.

4.2 Real and synthetic features

In order to compare the distributions of the generated images
with real images, we extract features of samples taken from
the CIFAR-10 dataset and of generated samples from a Big-
GAN?, and compare their distributions using the t-SNE algo-
rithm [Maaten and Hinton, 2008] to reduce dimensionality.
Results are shown in figure 1.

We can see that inter-class boundaries are fuzzier with real
images compared to generated images, for which boundaries
are very clearly defined. Furthermore, intra-class distances
are lower with synthetic images, while real images from the

2This is done prior to using sample filtering or any other method.

Image Source MS-SSIM #( 10?) FID#
CIFAR-10 40:5 0:8 10.314
BigGAN 42:2 16 16.97
BigGAN =35 445 26 24.58
BigGAN —o5 61:1 58 76.95

Table 2: Intra-class diversity and sample quality.

same class are more spread out. This effect is further accen-
tuated in synthetic images generated from a truncated latent
for which the inter-class distances are even wider, as can be
seen in the figure of appendix B.1.

4.3 [Evaluating intra-class diversity

The MS-SSIM score [Wang et al., 2003] has been used before
to numerically assess image diversity ((Hu et al., 20201, [Li et
al., 2019])>. We use this metric here to evaluate intra-class di-
versity of synthetic samples by summing the similarity scores
of 200 image pairs from each class and averaging the result
(4000 images per image source, 200 pairs per class). We also
compute the FID scores for each image source.

Overall, the similarity score highlights well the slight re-
duction in diversity when switching from the real dataset to
a BigGAN trained on it. Synthetic distributions also suffer
from a significant distance from the original image distribu-
tion, as shown by the computed FID scores.

3The LPIPS [Zhang et al., 2018] score has also been suggested
for this specific task, but is not well suited for CIFAR-10 images
which are too low in resolution.

“FID computed between the training and test sets.



5 Using multiple GANs
5.1 Approach

To produce synthetic image distributions approaching the real
distributions, we use multiple GANs trained under different
conditions in order to cover more of the real image space. To
that end, three main approaches are tested.

Baseline. In [Pham er al., 2019], the authors train multiple
GANSs with different starting random seeds, and use synthetic
images generated from all GANs. We use a similar straight-
forward method here, and train a set G of GANs. When train-
ing a classifier, we randomly select a generator from G for
each batch, with equiprobability.

Conditioned GANSs. In this method, multiple complemen-
tary BigGANSs are trained sequentially under different condi-
tions: we use sample reweighting on the training set of the
generators, so that real samples that are “far” from the previ-
ously generated samples are weighted more. The idea behind
this method is simple: we want the secondary GANSs to incre-
mentally complete the generated distributions of the previous
GANS, by learning to generate the border cases of the previ-
ous distribution. To that effect, a simple algorithm is used to
compute sample weights.

In what follows, Dg is the set of real images and Dg the
set of synthetic images, and Dy:x denotes the subset of Dy
of samples belonging to class k. To evaluate a distance be-
tween two images, we use their feature vectors: we note

: R% 32 3 1 R the function that associates an im-
age to its feature vector’. Finally, w is a mapping associating
each real sample to its weight. The complete description is
given in algo.1.

Distances are normalized within each class and not glob-
ally to ensure class balancing. For the weight transformation
function T, we experiment with multiple solutions:

Method A. We put all weights within class k with a value less
than a threshold to zero. We experiment with = | and

= K k (where k and  are the average and standard
deviation values within weights of class K). We refer to those
two variants as A and A respectively.

Method B. To distribute weights more evenly across samples,
we apply a sigmoid function to the input weights, defined as:

1
k

k

f(w;, k; k)= 1+exp 2

Method C. We directly use the normalized weights. (f = Id).

In figure 2, a t-SNE visualization of weight distributions
within a class of CIFAR-10 is given (with and without thresh-
olding). We can see that this method attributes higher weights
to samples at the edge of the image distribution, while images
close to the mode are given lower weights.®

SFor details about the output dimension, please refer to the cap-
tion of figure 1.

SVisualizations of weight distributions for method A can also
be found in appendix B.2.

di: Drk T R o

dk(s) = 0; 8k 2 [1;K]; 8s 2 Drk
w: Dr ¥ [0;1]

for kin 1..K do

forg 2 Dgk jr 2 Dr:x do
| de(r)  dk(r) +k ()

end

dmin = min dg(s); d = max dg(s
min $2Dg k() max s2D k()

(@)k,

for s 2 Dr.k do
dk(s) dmin

dmax

| wes)
end
compute ; g from wy

for s 2 Dr.x do
| w(s) FWw(s); « «)
end

end
Algorithm 1: Sample reweighting algorithm
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Figure 2: t-SNE visualization of the distribution of weights
within class ”ship” of CIFAR-10. Top: with thresholding ( =
), bottom: without thresholding.
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Table 3: Accuracy results for CIFAR-10.

Image Source MS-SSIM #( 10%) FID #
CIFAR-10 4055 0:8 10.31
MultiGAN 42:4 17 17.02
MultiGAN Cond. B 42:4 1.7 17.83
MultiGAN Cond. C 42:4 17 18.68
MultiGAN Cond. A 43:1 2:3 21.15
MultiGAN Cond. A 48:1 4.0 88.52

Table 4: MS-SIM and FID scores for jGj = 2.

Weighted conditioned GANs. We use the same weighting
method as previously, but instead of sampling from each gen-
erator with equiprobability, we attribute a weight to each gen-
erator in the ensemble. We experiment with this method using
two GANSs, and weights W = (%; %) to favor the impact of the
first generator that should represent a larger portion of the to-
tal distribution. In table 3 above, the star sign beside the
number of generators indicates the use of weighted GANs.

5.2 Experiments

Method. We experiment with a maximum of 3 GANs, both
for the baseline and the sample reweighting method. We
compute sample weights using 50k synthetic and real sam-
ples, and apply them as sampling probabilities rather than loss
weights. To train the classifiers, we use on-the-fly generation
with data transformations and sample filtering, which was the
best performing method with a single GAN. FID scores of all
of the models trained can be found in appendix A.2.

Results. The results for these experiments can be found in
table 3. In addition to accuracy measurements, FID and MS-
SSIM scores for two combined GANSs in various settings are
presented in table 4.

In these experiments, GANS trained on subsets of the sup-
port of the real distribution seemed to exhibit undesired prop-
erties. The networks collapsed earlier during training com-
pared to their unconditioned counterparts. For the method
A , this effect was the most prevalent with a collapse hap-
pening around 70% earlier in the training process, which can
be imputed to the increased imbalance in the distribution of
weights. Methods A , B and C were less subject to early
collapse.

Conditioned GANs exhibit higher FID values on average
(as seen in appendix A.2) which is expected, however this is
not linked with better combined image diversity and higher
training accuracies: the conditioned networks are not able to
reliably learn the edge cases of the previous distribution to
complement the prior network.

"Using reported results in table 1 for single-GAN training.

The FID scores indicate that using methods B and C leads
to a reduced drift from the initial distribution, which is ex-
pected - however, the slight drift in distribution is not com-
pensated by a better sample diversity, which globally penal-
izes the accuracy.

Overall, weighted GANs consistently underperformed
compared to the unconditioned baseline. Weighting the con-
ditioned GANs for jGj = 2 only gives marginal improve-
ments, as seen in table 3.

On a side note, using 4 and 5 unconditioned GANSs yields
accuracies of 90.56 % and 91.04 % respectively, which is still
significantly far from the real-data baseline despite the high
number of generators used.

6 Conclusion

In this work, we explored different ways to train a classifier
from synthetic data generated by conditional GANs. For the
single-GAN setting, we have conducted a brief survey of pre-
vious techniques used in the literature to train classifiers from
synthetic data, and studied the effects of their combination in
the accuracy of the resulting classifier. We have shown that a
significant gap still exists between classifiers trained on syn-
thetic and real data, and given some elements identifying the
reduced intra-class diversity in synthetic images as a likely
culprit. Finally, we attempted to use multiple GANs trained
incrementally with different sample weights in order to gen-
erate the previously uncovered parts of the real distribution,
but have found that the resulting generators did not exhibit
desired properties, resulting in accuracies for the trained clas-
sifier worse than the unconditioned baseline.

7 Future work

A lot of work has been done recently in the direction of im-
proving the diversity of synthetic images produced by GANSs.
In particular, [Li er al., 2019] proposed an original method in-
volving optimizing the class embeddings of pre-trained Big-
GAN networks to maximize intra-class diversity. They re-
ported state-of-the-art results regarding realism and diversity
of generated samples using the MS-SSIM and LPIPS metrics
alongside human evaluation - beating the previous iteration
of the BigGAN model on the ImageNet dataset - which is
promising in the context of our work.

Improvements could also be considered to the sample
weighting method, possibly involving other weight trans-
formation functions or more sophisticated GAN weighting
schemes.
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